Notes on NUWC-CRCG-VT Meeting at the 

Fraunhofer CRCG Institute

Providence, Rhode Island

November 15, 1999

OBJECTIVE:
For Virginia Tech to meet with key Navy personnel from the Naval Undersea Warfare Center (NUWC) at the Fraunhofer CRCG Institute in Providence, Rhode Island and discuss possible future collaborations associated with existing sonar data visualization NUWC projects.  Report results of meeting back to Dr. Larry Rosenblum and wait for clarification how this could fit into the ONR NAVCIITI Project.

AGENDA:
Meeting started at 8:30am

Brief two-minute introductions

Zannelli – Problem Description (as presented at Workshop

Mulhearn – Findings of ONR Sensor Data workshop

Coleman (CRCG) –
Applying Computer Graphics Technologies to the Undersea Environment, as presented at Workshop

Discussion about possible collaborations

LUNCH

Kriz – overview of the NAVCIITI project and tasks

Fernando das Neves and Greg Edwards – overview of the CCC, the CAVE Collaborative Console 

John Kelso –
status of tracking, sound, and other usability issues in the CAVE, status of DIVERSE, a VE Workstation Interface to the CAVE

Susan Kirschenbaum – introduction on her database and IWB interface.

CRCG – DEMOS

SUMMARY:

There are several opportunities to collaborate with existing and future NUWC programs and the ONR NAVCIITI second year proposal.  The most immediate opportunity is to work with the existing 3D interface developed by the Fraunhofer CRCG Instiute for NUWC.  This 3D interface is described in the paper, “A Collaborative Visualization Environment for Submarine Command and Control” by James Mulhearn et al.  From what we (Kriz, Kelso, das Neves, Edwards) saw demonstrated at the Fraunhofer, it is possible to develop this particular interface in an immersive Virtual Environments (VE) both at NRL and Virginia Tech.  We could then compare and evaluate this 3D interface both on the Immersive Work Bench (IWB) and CAVE environments.  There is also a possibility for developing acoustic mechanics models for this same 3D simulation interface; Ken Lima could provide specific contacts using his background in acoustics.  As an extension of earlier work done by Fernando das Neves on digital libraries in the CAVE at Virginia Tech, we could further develop information associated with databases shown in the 2D windows above the 3D interface previously described.  Although we could include collaborative awareness tools from the CCC into the 3D interface, James Mulhearn believed this was premature, but ultimately important.  We also have the experience necessary to work with Susan Kirschenbaum as she develops her databases and IWB interface due to our previous work with Debby Hix on HCI in the CAVE.

NOTES ON PRESENTATIONS: (in chronological order)

· The meeting started about 8:30am.  Ron Kriz stated the objective of the meeting as listed above.

· Each person briefly introduced him or herself and any relevant background information.

· Dave Zinnelli started out the presentations with “Real-time Dynamic Sensor Data Visualization”, giving an emphasis on real-time (“dynamic”) data visualization for decision-making.  He emphasized that there is no time for the luxury of data post-processing if decisions need to be made in real-time.  He explained how the evolution of data volume has been increasing logarithmically with the technical advancements in sensor arrays and how this has motivated the use of data visualization.  He spoke about “directive search” through data visualization.  He also spoke about the need to generate confidence levels when presenting operators with processed data and decisions.  Other methods, such as clipping of far-field clutter, and using gesture and voice input methods were dicussed.

Dave explained how different people at different levels in the chain of command have a different tactical picture, and many times this evaluation is generated from the same data.  The lack of a way to elicit the tactical evaluation and share it through the chain of command opens the possibility for misunderstanding.  Improvement in collaboration would help not only vertically but also horizontally, by helping to share an accurate picture of the current situation between shifts.  The problem is not the amount of data, but how to understand and manipulate the data.  Automation has proven not to be a solution, so there is still a need of human judgment; the opportunity is in generating tools that improve that judgment, giving the information need at different levels while keeping a consistent view across levels.

Ken Lima comments: Ken wanted to emphasize that the massive data sets coming from the sensor arrays (that Dave was talking about) were just the tip of the iceberg.  He explained that the anticipated battlefield of the future will be a littoral battle group where the submarine will be part of much larger battle group.  Tactical information from this battle group will overshadow the sensor data problem.  He wanted us to get the “big-picture”- to see how submarine tactical information is part of an even bigger data information problem.  Ken’s “Blue-Sky” idea was a shared cognitive visualization of tactical space.

· James Mulhearn gave Ron Kriz a CD of the proceedings on the recent “ONR Sensor Data Workshop” and explained that many of the overhead transparencies were on this CD for our reference.  Jim’s presentation was on the “ONR Sensor Data Visualization Workshop Findings”.  Topics discussed were: future naval capabilities, decision support system, and sensor-space visualization in the 21st century, which generated the following recommendations:

1) Initiate cognitive task analyses of entire sonar/control team

2) Generate a list of new technology development opportunities

3) Champion Sensor-Space Awareness to achieve Battle-Space Awareness

4) Collaborate with similar problem domains in medicine, astronomy, etc.

5) Pick low hanging fruit (i.e., do the easy problems first)

6) Explore new technologies

He then outlined his strategy: 

1) Promote ONR workshop recommendations N84, N86, N87, ASTO

2) Initiate “Science of Sensor Visualization” Program

3) Develop a testbed by expanding existing facilities

4) Guide program using CTA/NDM

5) Assemble critical mass to establish collaboration-working groups (JHU/APL, NUWC, ONR, Virginia Tech, others). 

He concluded with major issues in sensor data visualization.

1) Display clutter 

2) Common shared picture

3) Collaborative decision making

4) Data fusion (current techniques are human-intensive)

5) Understanding the sonar operator process

6) Lack of evaluation metrics

7) Dealing with uncertainties

· John Coleman presented work completed by Fraunhofer for NUWC on “Applications to Undersea Warfare at NUWC” which showed a 3D model of a torpedo and a target with 2D windows shown above the 3D model-simulation.  In these 2D windows specific information was organized to support information occurring in 3D space.  An animation showed how the torpedo was launched and hit its target.  It was implied that this was one of many possible simulations, and other acoustic models could also be included.

A conversation followed after his demo, about the possibilities and limits of exploring " what-if scenarios" like torpedo path in the short timeframe in which the official in command of a submarine must take a decision. There was a consensus that it is more important to help the official to take a prompt decision than to help him to take the optimal decision at the expense of time.

· A discussion by NUWC personnel followed, elaborating on the Venn diagram shown earlier by James Mulhearn.  The Venn diagram showed three overlapping regions:

1) Netcentric

2) Environmental

3) Raw data. 

The common overlap of these three regions was referred to as “Sensor Space Awareness”.  Mulhearn pointed out how a “Platform Centric” approach to this problem would cut across all three elements of the Venn diagram.  He also pointed out the use of Rapid COTS Insertion (RCI) as part of this problem.  Susan and others from NUWC wanted to emphasize the use of visualization for decision makers and user centered design.  Everyone was very clear that what does not exist at present is an accurate graphical representation of the current tactical environment that the OOD (as he understands it) could pass on to others.  This same-shared tactical representation could also be used to more effectively communicate the current tactical environment as bridge personnel are replaced.

LUNCH

· Ron Kriz gave an overview of the ONR NAVCIITI 2nd year proposal with viewgraphs organized by Ken Reifsnider, Principle Investigator of the NAVCIITI proposal.  He also handed out a copy of the proposal, without the budget, where the section “Project 2.0 Visualization, HCI and Collaboration” was marked.  Because this proposal had not yet been funded copies were given only to Navy personnel.  He gave a brief overview of the overall proposal objectives but focused on the Project 2.0 section on visualization.  In this section of the proposal reference was made about working with NUWC on sonar data visualization.  He also explained the use of Virtual Environments (VE) as an extension for the existing ONR MURI and DURIP proposal where ship and ship-crane simulations are extended into the CAVE with a motion platform.  He also briefly explained Debby Hix’s section of this proposal on eye tracking and evaluation in the CAVE.

· Fernando das Neves and Greg Edwards gave an overview of the Collaborative CAVE Console (CCC).  CCC is based on CAVERNsoft and Limbo, which was used by NRL in their battlefield visualization project.  A complete description of CCC is given at: http://www.sv.vt.edu/future/cave/software/ccc/
· John Kelso gave an overview of other software and hardware capabilities Virginia Tech has added to its CAVE, such as the nonmagnetic positioning system necessitated by the 1700 lb steel motion platform, and an integrated audio/video system.  John addressed other usability issues, especially as to how they relate to allowing non-technical users to take advantage of CAVE technology.  John also gave a brief overview of DIVERSE, which extends VE collaboration to non-standard I/O devices and non-SGI operating systems.

· Susan Kirshenbaum gave an overview of how she will build her tactical interface from a user-centered design philosophy.  Because of size limitations in a submarine, a smaller immersive workbench (IWB) will be used in her project.

· Fraunhofer demonstrated the use of the smaller IWB.  The tablet interface to the smaller IWB was extremely interesting to us because there has been much discussion in the CAVE user community about a better interface to immersive CAVE like environment than the traditional CAVE wand.  We believe the tablet interface has a lot of potential that could make CAVE interactions much more useful. 

